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当前关于超级智能的讨论中，一种值得关注的立场是：超级智能的实现并非

仅依赖于人工智能技术的独立发展，而是有赖于人、机器与环境三者的深度协同。

相应地，对智能本质的理解也需置于“人-机-环”这一整体框架之下进行。下文

将从三个方面系统阐述这一观点。

一、人工智能的理解

人工智能的独立发展存在内在局限性，唯有通过人、机、环三要素的协同整

合，才能推动其向更高层次演进。人工智能不仅是一套基于数学规则与统计概率

的技术体系，其应用场域已广泛延伸至人文艺术、哲学宗教等非技术领域。有研

究指出（如《AI 战争》一书所述），智能问题不能简单化约为“AI+”或“+AI”

的模式；前者以技术本身为驱动力，后者则以应用需求为导向。真正完善的智能

发展路径在于人、机、环三者的有机融合。以军事智能为例，其典型特征可归纳

为“诡”（态势的千变万化）、“诈”（借助 AI 实施的谋略与欺骗）、“算”

（不仅包括计算，更涵盖“算计”即策略推理）、“胆”（基于信息的果断决策）

以及“善”（既指伦理向善，亦指能力层面的擅长）。

当前主流的大语言模型，正如杨立昆所批评，存在根本性理论缺陷，难以实

现人类级别的智能水平。其问题主要表现为：生成内容的指数级幻觉、对算力资

源的无止境依赖，以及面对莫拉维克悖论所揭示的高层认知困难。《代数大脑》

一书在二十余年前即已指出，基于多层神经网络的人工系统，因其本质上由线性

函数与激活函数所构建，难以避免机器幻觉与机器欺骗现象。因此，这类系统难

以满足国防、精密工业等高可靠性领域的需要，目前主要适用于对话生成与娱乐

类任务。大模型的技术瓶颈在某种意义上也标示出当前人工智能的整体局限：在

数据层面，真正的智能应体现为以小样本解决复杂问题；在推理机制上，将智能

纯粹还原为计算或形式逻辑是一种认识误区；在表征方式上，人为割裂理性表征

与感性表征并不可行；在意识维度上，智能的实现不能仅依赖语言，还必须整合

思维等更深层次的认知能力。

在后大模型时代，智能的发展方向将走向人、机、环三者的深度融合。人类

擅长谋划与直觉判断，而机器精于高速计算与精确执行，二者在特定环境背景下

相互协调、产生共振，可共同实现安全、高效与舒适的系统目标。三者各自存在

能力边界，唯有通过协同作用才能实现整体发展。因此，“人-机-环”系统智能

代表着未来智能演进的基本趋势。

二、人工智能的安全问题

人工智能系统面临的安全风险，主要源于三个层面的错误：人为错误、机器

错误以及环境错误。当前，AI 安全治理的关注焦点可归纳为六大核心议题：一

是数据完整性问题，包括数据造假与数据投毒；二是地理限制问题，即明确 AI

系统的可用与禁用区域；三是人机关系问题，确保人在系统中始终处于核心地位；



四是自主性问题，需认识到真正的超级智能应兼容自主与他主两种模式；五是相

关法律与标准体系的建立；六是系统测试与评估指标的设计。

三、人工智能的治理

相应的治理框架也应覆盖人、机、环三个维度。人所承担的职责是“正确地

做事”，即保障操作与决策过程的合规与合理；机器的主要任务是“做正确的事”，

即确保其行为与预设目标及伦理规范一致；环境则需“提供正确的平台”，即为

系统运行提供稳定、可靠的基础设施与规制条件。

构建超越现有水平的超级智能，关键在于实现人类智慧与机器智能的深度融

合，形成“人-机-环”一体的系统性能力。人机交互的本质是“共在”，即人的

生理特性与机器的物理属性相结合；而人机混合智能的未来在于“共生”，即人

类智慧与机器智能的互补与协同。在此进程中，计算智能可类比为“刻舟求剑”，

感知智能近似于“盲人摸象”，而认知智能则更接近于“曹冲称象”——亦即人

类智慧与机器能力共同应对复杂问题的过程。未来的“人-机-环”系统所追求的

是深度态势感知，亦即一种洞察智能，其特质类似于“塞翁失马”，不仅能够感

知当前状态，更能洞悉事物间的深层关联、发展趋势及潜在可能。为实现上述目

标，“人-机-环”系统智能的发展应致力于五个关键方向：主动推荐、交互学习、

高效容错、混合决策与按需组网。
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