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鉴于当前人工智能的核心职能高度依赖语言载体，无论是纯文本模型还是多

模态模型，均需借助语言作为与人类世界交互的基本媒介；智能体通过编程语言

或上下文协议调用外部工具，进而实现与现实世界的有效互动；即便在最新发展

的世界模型与具身智能框架中，语言仍承担关键作用，模型需通过语言认知自身

状态并规划行为序列。因此，评估超级智能（ASI）的实现程度必须首先厘清语

言模型的智能表现与能力边界。

一、超级智能是移动靶

当前，通用人工智能、超级智能有着模糊的共识，即各项能力与人类同水平、

各项能力全面超越人类的智能，但大家难以给出其具体定义和衡量标准。这源于

超级智能的定义随技术进步而变化，人类不断发展和进化出不同的能力，使超级

智能的目标成为一个移动靶。这一“目标移动”现象源于两方面：

其一，技术持续进步推动人类能力本身不断扩展，从石器时代至今，工具的

使用不断重塑智能的内涵；其二，人类倾向于不断识别并强调人工智能尚未具备

的“人类独有能力”，从而在定义层面延缓了通用人工智能（AGI）的认定时间

点。当前 AI 系统在单一任务上已可超越人类，但在处理多样化、高复杂性任务

方面仍与人脑存在差距，因此研究重点应聚焦于如何逐步弥合该差距。

二、语言模型的能力边界

然而，这种渐进式路径是否能导向真正的超级智能，仍需深入考察语言智能

的根本边界。大语言模型的有效性机制可从“从零到整”与“由整到零”两个维

度理解：前者指模型将任务统一为“下一个词预测”，系统地建模语言的概率分

布，实现语言空间的全面覆盖与合理生成，其过程具有前瞻性规划特征；后者则

强调模型通过宏观任务接口反复训练，使基础能力组合成复杂功能，形成能力涌

现。在语言哲学层面，该过程与维特根斯坦“语言游戏论”中语义源于使用的观

点相契合，并符合组合性原则——有限模块经规模扩展后可生成无限的语义表达。

三、语言智能的局限性

然而，语言智能面临双重困境：语言表征本身具有封闭性，难以突破其描述

边界；同时高质量训练数据趋于枯竭，使用合成数据可能导致模型退化，形成“垃

圾进，垃圾出”的循环。

进一步地，语言智能存在三项根本局限：

其一为有限性，语言在描述连续动态信息（如运动细节）时存在大量信息丢

失，且过度依赖离散标签导致表达能力受限；

其二为无现象性，模型无法获得真实世界的感质体验，正如“黑白房间中的

玛丽”即使掌握全部颜色知识仍缺乏直观感受；

其三为无自主性，模型缺乏内在动机与价值系统，参数通常被冻结，无法在

交互中实现自我更新与进化。



四、通往超级智能的其他路径

基于上述局限，必须在语言路径之外探索更为复合的超级智能建构方式。一

种可行的多层架构包括：底层为亚符号神经网络，直接处理连续感官输入，形成

直觉感知以突破语言有限性；中层引入物理建模与社会推理，构建世界模型与因

果推断能力；顶层则保留符号与类语言结构，负责复杂任务规划与交流。通过感

知、推理与符号表达的贯通设计，有望系统地克服语言智能在有限性、无现象性

与无自主性方面的缺陷。正如常言所道，“悲观者永远正确，乐观者永远向前”，

尽管 AGI 发展路径尚未明晰，学界仍应秉持积极探索之态度，在持续的思想碰撞

与技术迭代中推动其迈向稳健与成熟的未来。
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